


















































































































































NON-DISCLOSURE AGREEMENT

1. I acknowledge that I have been selected to participate in the planning for an electronic health
record acquisition. In the course of participating in this acquisition, I may be ar have been piven
access to or entrusted with Source Selection Information (as defined in Federal Acquisition
Regulation (FAR) 2.101 and 3.104), and/or other sensitive (yovernment data marked or
considered as "proprietary” (e.g., restrictive legend per FAR 52.215-1) that I cannot release to
others nor can | use for the financial beneiit of others or myseif.

Source Selection Information is defined in FAR 2.101 & 3.104 and other sensitive Government
data includes data marked or considered as "proprietary" (e.g., restrictive legend per FAR
52.215-1). Data includes all data, information and software, regardless of the medium (e.g.
electronic or paper) and/or format in which the data exists, and includes data which is derived
from, based on, incorporates, includes or refers to such Source Selection and/or proprietary data
(collectively referred to herein as "the data"). Any data which is derived from, based on,
incorporates, includes or refers to data shall be treated as Source Selection, or proprietary data
and shall be subject to the terms of this Non-Disclosure Agreement.

2. I understand that 41 U.S.C. § 423, commonly referred to as the Procurement Integrity Act, and
now codified at U.S.C.A. § § 2101-2107, and provisions FAR 3.104 governthe release of
proprietary and source selection information . I certify that I will not disclose any contractor bid,
solicitation, proprietary, or source selection information directly or indirectly to any person other
than a person authorized by the head of agency or the contracting officer to receive such
information. I understand that unauthorized disclosure of such information may subject me to
substantial administrative, civil and eriminal penalties, including fincs, imprisonment, and loss of
employment under the Procurement Integrity Act or other applicable laws and regulations.

3. I certify that I will not discuss evaluation of source selection matters with any unauthorized
individuals (including Government personnel), even after contract award, without specitic prior
approval from proper authority.

4. These provisions are consistent with, and do not supersede, conflict with, or otherwise alter
the employee obligations, rights, or liabilitics created by existing statute or Executive order
rclating o (1) classified information, (2) communications to Congress, (3) the reporting to an
Inspector General of a violation of any law, rule, or regulation, or mismanagement, a gross waste
of funds, an abuse of authority, or a substantial and specific danger to public health or safety, or
(4) any other whistleblower protection. The definitions, requirements, obligations, rights,
sanctions, and liabilities created by controlling Executive orders and statutory provisions are
incorporated into this agreement and are controlling. These statutes and Exccutive orders
include the following:

[CJExecutive Order No. 12958;

[The Privacy Act (5 U.S.C. § 552a);

[IThe Trade Secrets Act (18 U.S.C. § 1905);

[_ISection 7211 of'title 5, United States Code (governing disclosures to Congress);

[ISection 1034 of title 10, United States Code, as amended by the Military Whistlcblower
Protection Act {governing disclosure to Congress by members of the military);
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Opinfon

What This Computer Needs Is a Physician
Humanism and Artificial Intelligence

Tire nationwide implementation of electronic medi-
cal records (EMRs) resulted in many unanticipated
consequences, even as these systems enabled most
of a patient’s data to be gathered in one place and
rmade those data readily accessible to clinicians caring
for that patient. The redundancy of the notes, the bur-
dan of alerts, and the overflowing inbox has led to
the "4000 keystrole a day" problemt’ and has contrib-
uted to, and perhaps even accelerated, physician
reports of symptoms of burnout. Even though the
EMR may serve as an efficient administrative business
and billing tool, and even as a powerful research ware-
house for clinical data, most EMRs serve their front-
line users guite poorly. The unanticipated conse-
quences include the Jass of important social rituals
{between physicians and between physicians and
nurses and other health care workers) around the
chart rack and in the radiology suite, where all special-
ties converged to discuss patients.

The lessons learned with the EMR should serve as
a glide as artificial intelligence and machine learning
are develaped to help process and creatively use the
vast amounts of data being generated in the health
care system. Outside of medicine, the use of artificial

The 2 culiures—computer and the
physician—must work together.

intelligence in prediciive policing, bail dedisions, and
credit scoring has shown that artificial intelligence can
actually exaggerate racial and other bias, For example,
a program used for risl assessment by US courts mis-
takenly flagged black prisonars as likely to offend at
twice the rate it mistakenly flagged white prisoners.?

Similar concerns around artificial intelligence pre-
dictive models In health care have been discussed:
clearly, in the 3-step process of selecting a dataset, cre-
ating an appropriate predictive model, and evaluating
and refiningthamodel, there isnothingmore criticalthan
the datz. Bad data (such as frorm the EMR) can be am-
plified into worse models. For example, 2 model might
classify patients with a history of asthma who present
with pnetimenia as having alower risk of mortality than
those with prnaumania alone,® not registering the con-
text that this is an ariffact of clinicians admitting and
treating such patients earlier and mare aggressively.
Sincemachinelearning presentsno hurnan interface and
cannot be interrogated, even if its predictions are ex-
traordinarily accurate, some clinicians are likely to view
the "black box” with suspicion.

The missing piece in the dialectic around artificial
intelligence and maching learning ip health cara is

understanding the key step of separating prediction
from action and recommendation. Such separation of
prediction from actfon and recammendation reqtires
a change in how dlinicians think about using models
develaped using machine learning. In 2001, the statis-
ticlan Brelman® suggested the need to move away
from the culture of assuming that models that are nat
causal and cannot explain the underlying process are
useless. Instead, clinicians should seel a partnership in
which tha machine predicts {at a demonstrably higher
accuracy), and the human explains and decides on
action. The same sentiment was expressed by Califf
and Rosati as early as 1981 in an editorial on predictive
risk factors emerging from a computer datahase on
exarcise testing for coronary artery disease: “Proper
interpretation and use of computerized data will
depend as much on wise doctors as any othersour::e
of data in the past,”

The 2 cultures—computer and the physician—must
work together. For example, clinicians are biased
toward optimistic prediction, often overestimating
life expectancy by a factor of 5, while predictive mod-
els trained from vast amounts of data do better;
using these well-calibrated probability estimates of an

outcome, clinicians can then can act
appropriately for patients at the high-
est risk.® The lead time a predictive
madel can offer to allow for an alterna-
tive action matiers a great deail. Well-
calibrated lavels of risk for each outcome, and the
timely execution of an alternative action, are needed
for a modei to be useful. In short, a black-box model
can [ead physicians to good decisicns but anly If they
[keep human intelligence in the loop, bringing in the
societal, clinical, and personal context. Additionally,
the tnique human brain and clinical training can gener-
ate naw ideas, see new applications and uses of artifi-
cial intelligence and machine learning, and connect
these tachnologies to the hurmnanities and the social
sciences in ways that current computersda not.

The ahility of artificial intelligence to automate
and help in the clerical functions (such as servicing the
EMR) that now take up so much of a clinician's time
would also be welcome. Althcugh not currently accu-
rate enough, automated charting using speech recog-
nitton during a patient visit would be valuable and
could free clinicians to return to facing the patient
rather than spending alinost twice as much time on
the "iPatient"—the patient file in the EMR.” More time
for human-to-patient interaction might both improve
care and allow physicians to record, and aceurately
register, more phenatypas® and mare nuance. Better
diagnosis, and diagnostic algarithms providing more
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accurate differential diagnoses, might reshape the traditional CPC
(clinical problem solving) exercise, just as the development of
imaging modalities and sophisticated laboratory testing made the
autopsy less relevant.

Aswiththe EMR, there arelegitimate concernsthat srtificial in-
telligence applications might jeopardize critical social interactions
between colleagues and with the patient, affecting the [fved expe-
rfences of both groups. But concerns about physician “unemploy-
ment" and "de-skilfing” are overblown.® nthe samemannerthat au-
tomated hlood pressure maasurement and automated blood cell
counts freed clinicians from some tasks, artificial intelligence could

bring back meaning and purpose in the practice of medicine while
providingnewlevels of efficiency and accuracy. Physicians must pro-
actively guide, oversee, and monitorthe adoption of artificialintel-
ligence as a partner in patient care, -

In the care of the sick, thete is a key function played by physl-
cians, referved to by Tinsley Hartison as the "priestly function ofthe
physician.” Humanintelligence working with artificial intelligence—
a welt-inforrned, empathetic clinician armed with good predictive
tools and unburdened from clerical drudgery—can bring physicians
closer to fulfilling Peabody's maxim that the secret of care is in
“caring for the patient.
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